Vector diffraction from subwavelength optical disk structures: two-dimensional modeling of near-field profiles, far-field intensities, and detector signals from a DVD
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Rigorous two-dimensional vector-diffraction patterns of a focused beam incident on an optical disk, specifically, a digital versatile disk (DVD), are examined both in the near field and in the far field. An efficient finite-difference frequency-domain method is developed for calculating the electromagnetic fields in the neighborhood of subwavelength dielectric and metallic structures. The results of vector-diffraction theory are compared with those of scalar-diffraction theory for pressed DVD features that consist of pits or of bumps. The sum (data) and difference (tracking) signals from a split photodetector are also calculated for different disk features and for different polarizations. The subwavelength features of a DVD result in considerable vector-diffraction effects both in the near-field profiles and in the detector signals, depending not only on the polarization of illumination but also on whether the features are pits or bumps. This paper provides important insight into the vector-diffraction effects encountered in high-density optical data storage systems. © 1999 Optical Society of America


1. Introduction

Fast progress in nanotechnology and in microelectronics fabrication has led to numerous engineered structures that, in size, are comparable with or smaller than the wavelength of visible light. For optical data storage systems smaller spot size is a key requirement for high-density recording. In fact, the digital versatile disk (DVD), which is becoming the new standard for multimedia distribution, has a minimum feature size that is smaller than the readout laser wavelength (see Section 4). Since optical storage systems can employ various polarizations of incident light, and since features on the DVD have dimensions smaller than the wavelength of the laser light, the reflected light signals are expected to show a strong polarization dependence. Theoretical modeling and analysis of these polarization effects require rigorous vector-diffraction theory for dealing with material boundaries.

Inspired by the exciting development in near-field optics and in near-field microscopy,1–4 certain new types of optical storage system make use of near-field signals from the disk surface to surpass the conventional resolution limit and to achieve a substantially higher storage capacity. From the early stages of near-field optical microscopy there were numerous proposals for data storage systems that use the tip of an optical fiber5 or a subwavelength slit-type probe6,7 to pick up near-field signals from optical disks. A promising alternative to this approach is the solid immersion lens, which employs an objective lens that flies tens of nanometers from the surface of the storage medium.8–11 Detailed understanding of these systems requires the study of near-field profiles on the disk surface. Although there are numerous modeling studies of near-field optical systems, little published research on near-field optics7,12,13 has focused on high-density optical data storage systems.

To investigate vector diffraction from optical disks (or the closely related problem of vector diffraction from a grating with a finite number of periods), various numerical algorithms such as the finite-difference time-domain (FDTD) method,14,15 mode-
matching methods,\textsuperscript{7,16–20} the boundary element method,\textsuperscript{21–24} and the integral method\textsuperscript{25–27} have been used. Previous research on the subject can be subdivided into several types of configuration: plane fields incident on perfectly conducting structures\textsuperscript{17,20} or dielectric structures,\textsuperscript{21} plane fields incident on realistic metallic structures,\textsuperscript{13,24,25,28} focused fields incident on perfectly conducting structures,\textsuperscript{18,19,22,26,27} and focused fields incident on realistic metallic structures.\textsuperscript{14–16,23,29} Until recently,\textsuperscript{26,27,29} little attention was paid to the modeling of the DVD configuration, which has features smaller than the wavelength of the laser light that would cause considerable vector-diffraction effects in near-field distributions, far-field intensities, and detector signals. Most of the previous studies modeled various optical disk configurations with considerably larger features.

Several of these studies emphasized especially the detector signals generated by an optical disk. Depine and Skigin\textsuperscript{28} illustrated that there are notable differences between the signals from a perfect conductor and those from a highly conducting metal. Kobayashi\textsuperscript{18} used vector-diffraction theory to treat a focused, truncated Gaussian beam [numerical aperture (NA) is 0.6] incident on a rectangular, perfectly conducting grating. He examined the dependence of the readout and servo signals on the incident polarization, the depth of grooves and pits, and the feature size. Gerber and Mansuripur\textsuperscript{30} experimentally observed that, when the incident medium is air, the detector signals from metal-coated surfaces differ significantly for the two incident polarizations. Judkins \textit{et al.}\textsuperscript{13} simulated a two-dimensional rewritable optical disk with the FDTD method and experimentally validated the tracking performance.

In this paper we discuss the modeling of a DVD optical storage system with rigorous vector-diffraction theory and present results for the near-field distributions, the far-field intensities, and the detector signals. For this purpose we developed an efficient FDFD method for calculating the electromagnetic fields in the neighborhood of realistic dielectric and metallic subwavelength structures to a high accuracy.\textsuperscript{29} Our two-dimensional simulation treats the rigorous vector diffraction of a focused polarized Gaussian beam that interacts with two-dimensional aperiodic pressed disk structures. We explore different DVD configurations that contain either pits or bumps in the disk surface (see Section 4). The signals from a split detector show a strong dependence on the polarization of the incident light and on the geometry of the features on the disk. Our results demonstrate that the vector diffraction effects of the DVD configuration are more significant than those of earlier optical formats discussed in previous studies. Most notable is the large difference between the results for a disk with pressed pits versus those for one with pressed bumps.

2. Numerical Methods
Since we are interested in steady-state phenomena, the electromagnetic field can be assumed to be time harmonic and the FDFD method can be used to solve the time-harmonic Maxwell equations. In source-free media that are nonmagnetic, isotropic, and inhomogeneous the time-harmonic Maxwell equations may be written as

\[ \nabla \times \mathbf{E} = i \omega \mathbf{H}, \]
\[ \nabla \cdot (\varepsilon \mathbf{E}) = 0, \]
\[ \nabla \times \mathbf{H} = -i \omega \varepsilon \mathbf{E}, \]
\[ \nabla \cdot \mathbf{H} = 0, \]

where \( \mathbf{E} \) is the electric field, \( \mathbf{H} \) is the magnetic field, \( \varepsilon \) is the complex electric permittivity, \( \omega \) is the angular frequency, and a time dependence of \( \exp(-i \omega t) \) has been assumed. The information about material properties is included in \( \varepsilon \). With elimination of the magnetic field the Maxwell equations become

\[ \nabla^2 \mathbf{E} + \omega^2 \varepsilon \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}), \]
\[ \nabla \cdot (\varepsilon \mathbf{E}) = 0. \]

Equation (2) is in the form of a coupled general Helmholtz equation and is the main equation we worked on. With properly imposed boundary conditions and grid geometry the divergence equation is satisfied automatically.\textsuperscript{31,32} To solve Eq. (2), we combine several techniques to develop an efficient and (to our knowledge) a novel FDFD method.

A. Concus–Golub Iteration
Concus and Golub\textsuperscript{33} have proposed an iteration scheme based on a fast cyclic-reduction Helmholtz solver\textsuperscript{34–36} for the repeated solution of Helmholtz-like equations. This method exploits the sparsity of the discrete Helmholtz equation and can handle separable equations of the form

\[ \nabla^2 \mathbf{E}(y, z) + \omega^2 \varepsilon_0(z) \mathbf{E}(y, z) = \mathbf{f}(y, z), \]

where \( \mathbf{f}(y, z) \) is an arbitrary source term. This equation can describe the layered optical disk structure. The cyclic reduction method can produce fast direct solutions at \( O(3n^2 \log n) \) for an \( n \times n \) matrix, has a small memory requirement, and can be well parallelized.\textsuperscript{37,38} In Eq. (2) each component has the form of a general Helmholtz equation

\[ (\nabla^2 + \omega^2 \varepsilon(y, z)) \mathbf{E}_i = \nabla_i (\nabla \cdot \mathbf{E}), \]

where the source term is the component from \( \nabla (\nabla \cdot \mathbf{E}) \). The unknown electric field can be solved with the Concus–Golub iteration method. Specifically, for the \( k \)th iteration we use the expression

\[ (\nabla^2 + \omega^2 \varepsilon_0) \mathbf{E}_i^k = -\omega^2 \varepsilon(y, z) - \varepsilon_0) \mathbf{E}_i^{k-1} + \nabla_i (\nabla \cdot \mathbf{E}^{k-1}). \]

It has been demonstrated with finite differences\textsuperscript{33} that the number of necessary iterations can vary dramatically depending on the function \( \varepsilon(y, x) \). Usually, the smoother \( \varepsilon(y, x) \) is, the faster the rate of
convergence. When the Concus–Golub iteration method does not converge, we use the conjugate gradient method to overcome this difficulty.

B. Conjugate Gradient Method

Conjugate gradient methods are probably the most popular iterative techniques for solving systems of linear equations. They are often referred to as subspace iteration methods, because they solve a system of linear equations $Ax = b$ by minimization of quadratic functionals in Krylov subspaces, which are spanned by a series of vectors generated by repeated multiplication by $A$.

The Concus–Golub iteration can be used as a good preconditioner in conjunction with a robust restarted general minimal residual conjugate gradient method\textsuperscript{39} to fully solve for electric fields to a very high accuracy.\textsuperscript{40} From numerical experiments it was found that the internal iterations that correspond to the Concus–Golub preconditioner do not need to converge to reach optimum computing performance.\textsuperscript{40}

C. Radiation Boundary Condition

To solve the Maxwell equations in an infinite domain numerically, for example, in diffraction or scattering problems, it is usually necessary to limit the computation to a finite domain and to impose a radiation boundary condition on the outer edge of the numerical grid. The purpose of the radiation boundary condition is to absorb the scattered or radiated fields when they arrive at the grid edge and to simulate boundless free space.

The Engquist–Majda\textsuperscript{41,42} and the Mur\textsuperscript{43} radiation boundary conditions and their variations have been frequently used in FDTD calculations. Although their original formulations are derived in FDTD framework, it is straightforward to adapt them to frequency-domain format. In this paper we use Higdon's variation of the second-order finite-difference radiation boundary condition:\textsuperscript{44,45}

\[
\left[\left(\cos \alpha_1 - \frac{i}{k} \frac{\partial}{\partial z}\right)\left(\cos \alpha_2 - \frac{i}{k} \frac{\partial}{\partial z}\right)\right]E = 0, \quad (7)
\]

where $\alpha_1$ and $\alpha_2$ are the optimal angles for minimal reflection. The $\hat{z}$ direction is the primary direction of wave propagation in our case, and the angles $\alpha_1$ and $\alpha_2$ are zero. This boundary condition is equivalent to the second-order Engquist–Majda radiation boundary condition,\textsuperscript{44} but it is better suited for the cyclic reduction method, because it involves the derivative in only one direction.

3. Configuration

The surface of a DVD-ROM disk (ROM means read-only memory) consists of a polycarbonate substrate covered with aluminum with tracks of pressed pits (Fig. 1). We consider a simplified two-dimensional model to simulate the vector diffraction from these pits. When the geometry of the structure is two dimensional, the problem decomposes into two independent polarizations. We define TE polarization to be the case when the electric field is perpendicular to the plane of incidence and parallel to the pits and TM polarization to be the case when the electric field is in the plane of incidence.

The complex indices of refraction are $n = 1.6$ for the polycarbonate substrate and $n = 1.5 + 7.8i$ for the aluminum reflection layer. The wavelength in vacuum of the incident laser light is $\lambda_0 = 650$ nm. Consequently, the wavelength in the polycarbonate substrate is $\lambda_s = 406$ nm. The normal-incidence two-dimensional Gaussian beam has a FWHM of approximately 600 nm, which corresponds to an objective lens NA of 0.6.

In the numerical calculations there are five pits on the disk surface. The (average) width of the pits is 250 nm, the track pitch or distance between the pits is 740 nm, and the sidewall angle is 20 deg. The depth of the pits is varied between 0.1 and 0.8 $\lambda_s$, and the position of the laser relative to the center pit is varied between 0 and 1 $\lambda_s$. To study the effects of different geometries on the signals, we also examined diffraction from five bumps [see Fig. 1(b)].

The computation box is set to $5 \lambda_s (\approx 2.03 \mu m)$ in the $z$ direction and $12 \lambda_s (\approx 4.87 \mu m)$ in the $y$ direction. There are 40 grid points in each wavelength located in a Yee cell\textsuperscript{46} in two-dimensional space. We would like to emphasize the importance of using a Yee cell geometry, since it maintains consistency between the discrete forms of the first and the second derivatives in Maxwell equations (2) and (3).

4. Near Fields

Figures 2 and 3 show color maps of the electric fields in the neighborhood of the center pit for two typical cases. The pit heights are $d = 0.3 \lambda_s (\approx 120$ nm) and $d = 0.6 \lambda_s (\approx 240$ nm), respectively. The field shown here is the total field, which includes both the incident and the diffracted fields. For TE illumination
there is only an $E_z$ component present, whereas for TM illumination there are both $E_x$ and $E_z$ components that are coupled together. The first case, $d = 0.3 \lambda_s$, shows strong destructive interference that sends much of the reflected light outside the NA of the objective lens, whereas the second case, $d = 0.6 \lambda_s$, shows constructive interference that causes mirrorlike reflection. The phase graphs depict clearly the phase fronts, indicative of the direction of wave propagation. It should be noted that, in the TM case, the $E_z$ component shows propagation in the $y$ direction. This indicates that evanescent fields contribute to this component, though the magnitude of these evanescent fields is small, especially for the 0.6 $\lambda_s$ pit.

Figures 4–7 show the amplitude of the electric fields near the middle pit (or bump) for pit heights (or bump heights) between 0.1 and 0.8 $\lambda_s$ ($\approx 40–320$ nm). We show only the $E_y$ component of the TM case, because it is generally the dominant component for this polarization. The flatness of the surface of constant amplitude in these figures is related to the degree of constructive or destructive interference in the reflected field. It is therefore possible to anticipate the far-field behavior in Section 5 directly from the near-field results.
In Fig. 4, for TE illumination, there are strong peaks, not only in front of the pit but also adjacent to it. With increasing pit height, a visible resonant mode emerges in the space between the pits. The resonant mode is even stronger for the bump configuration in Fig. 6. The main difference between the two configurations is that there is a single resonant peak in the bump case, whereas there are two resonant peaks on opposite sides of the center pit in the pit case. The TM near-field profiles are significantly different from the TE ones. Initially, for small pit heights, the amplitude of the primary component of the electric field is nearly the same for both polarizations and is also quite similar to that for the bump configuration. For small feature heights, one expects all four cases to be similar to the predictions of scalar theory. However, the similarity diminishes with increasing pit height. It is interesting to note that, for the bump configuration with TM illumination, a node begins to appear in the resonant mode when the bump height is larger than 0.3 \( l_s \), and a second node appears when the bump height is larger than 0.7 \( l_s \).

It is well known that in near-field optics measurements, the fields detected by a small tip are proportional to those found in the absence of the tip. We can easily observe what a near-field probe would pick up from Figs. 4–7 (assuming the polycarbonate substrate is removed). Madrazo and Nieto-Vesperinas...
calculated the near fields of two adjacent deep Gaussian-shaped grooves. They found that at a plane \( z = -z_0 \), where \( z_0 \) is a small fraction of the wavelength, the near-field intensity distribution closely follows the groove profile in the TE case, but not for the TM case. Our results confirm their conclusion for both the bump and the pit configuration when the heights are small. However, with increasing bump/pit height, the resonance peaks in the TE case are difficult to identify with the position of the bump or pit. This is especially true for \( d \approx 0.5 \lambda_s \) when constructive interference masks the presence of a feature. The very narrow groove used in their calculations is probably responsible for this difference.

5. Far Fields

To calculate the far fields, the near-field pattern is sampled inside the mesh and the far-field distribution is calculated with a simple transform based on the Franz variation of Huygens’ principle with a far-zone approximation to the Green’s function. For example, for the \( E_x \) component,

\[
E_x(\theta) = A(R) \int dy \exp(i k y \sin \theta) \left( E_x \cos \theta + \frac{\partial E_x}{\partial z} \right),
\]

where \( \theta \) is the angle with respect to the normal direction, \( A \) is a proportionality coefficient that depends only on the distance \( R \) to the observation point, and \( k = \omega/c \). The transform takes the transverse components of the scattered field along a plane above the surface of the disk and projects those components onto a circle in the far field.

Figure 8 shows the far-field intensities in the normal direction for the TE, TM, and scalar cases as a function of pit and bump height. Both polarizations have first minima around a pit height of 0.3 \( \lambda_s \) (~240 nm), which is therefore the optimal height for maximum contrast. The effective phase depth for TE polarization is less than in scalar-diffraction theory,
whereas for TM polarization it is nearly the same as scalar theory. As the pit height becomes larger, the deviation between the TE results and scalar theory increases. For the bump configuration the TM and the scalar results remain similar to the pit configuration, but the TE case exhibits an even more significant delay in phase depth. The significant phase depth difference between the TE and the TM cases can be related to the near-field resonant modes.\textsuperscript{26,27} It is interesting to note that, for both pit and bump configurations, the scalar-theory maximum that occurs at $0.5 \lambda_s$ is significantly smaller than the corresponding maximum for vector theory. Our calculations indicate that this difference is due to a large contribution from evanescent waves in scalar theory at this height. This artifact is not present in vector theory.

The angular distribution of the far fields is shown in Fig. 9. It should be noted that, when diffraction in the normal direction is small, two strong sideband peaks contain most of the diffracted light intensity. Since there are five pits or bumps in our configuration and since the FWHM of the incident Gaussian beam is less than the distance between adjacent pits or bumps, the angular distributions are similar to those for an infinite grating. The deviation from the infinite grating case reflects the effect of the finite number of pits or bumps in our configuration. We found that, when the focal point moves from the center to one side, this deviation becomes larger. Furthermore, the TM case is more sensitive to the actual number of pits or bumps than the TE case, probably owing to strong surface current effects. In Section 6 we show that the difference signal is particularly sensitive to the finite number of pits or bumps.

In a usual DVD player the incident field is circularly polarized. The results for the far-field intensity of circularly polarized illumination is approximately the average of the TE and the TM cases. Therefore, the intensity and the phase depth for circularly polarized illumination is expected to be more similar to scalar theory. However, because of the difference of phase

Fig. 6. Near-field profile of the amplitude of the $E_x$ component for TE illumination. The bump heights are varied between 0.1 and $0.8 \lambda_s$.

Fig. 7. Near-field profile of the amplitude of the $E_y$ component for TM illumination. The bump heights are varied between 0.1 and $0.8 \lambda_s$. 
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depth between the TE and the TM cases, the ellipticity and the direction of the polarization ellipse of the diffracted field would change relative to those of the incident field.

6. Detector Signals

The irradiance pattern in the pupil of the objective lens after reflection from the disk can be obtained directly from the angular distribution of the far fields. (In three-dimensional optical disk diffraction this pupil irradiance distribution is often called the baseball pattern.) We investigated the dependence of the signals from a split detector in the pupil plane on the polarization of the incident beam and on the geometrical parameters of the disk. The sum of the two split cells, \( I_{\text{SUM}} = I_1 + I_2 \), provides the data signal, and the difference, \( I_{\text{DIFF}} = I_1 - I_2 \), provides a push–pull signal for tracking servo control. When the beam is precisely centered on the pit/bump, the irradiation distribution is symmetric with respect to the detector halves, so \( I_{\text{DIFF}} \) is zero. When the beam moves away from the exact center, an asymmetrical distribution of intensity arises on the detector, producing a nonzero difference signal. It should be noted that, in practice, push–pull tracking is not used on DVD-ROM disks, because these disks are optimized for maximum data contrast, which results in poor push–pull tracking performance. Instead, differential phase detection provides tracking servo control in the DVD-ROM. However, the push–pull tracking signal is still of interest here, because it is used on writable DVD's and because it is sensitive to asymmetries in the far-field pattern.

Figure 10 shows the results from our calculations for the sum signal from different pit and bump heights. The detector signals are quite different for
the two incident polarizations and are also different for the two feature geometries, i.e., pit and bump. As might be expected, the sum signals are similar to the far-field intensities in the normal direction shown in Fig. 8 and change only slightly when the focal point moves away from the center. Figures 11 and 12 show contour plots of the difference signal as a function of both pit/bump height and displacement of the beam with respect to the center of the pit/bump. The distance between adjacent pits or bumps is 1.82 l_s. Therefore the magnitude of I_DIF should be maximized when the displacement of the focus is approximately 0.45 l_s and should come back to zero when the displacement is 0.91 l_s. For TE polarization I_DIF comes back to zero precisely halfway between two tracks, as would be expected for an infinitely long array of pits or bumps. However, we found that for TM polarization I_DIF does not return to zero exactly at the center point, which shows asymmetry due to the finite-number pits or bumps in our configuration. This asymmetry may also imply a higher cross-talk level for TM polarization than for the TE.

In the pit configuration the first tracking signal amplitude maximum occurs at a height of ~0.2 l_s for the TE case and ~0.15 l_s for the TM case. In the bump configuration the first maximum is at ~0.25 l_s for the TE case and at ~0.1 l_s for the TM case. The large difference between the tracking signal results for the two polarizations of incident light is consistent with previous research, especially since we use a metal surface and a NA of 0.6 in these calculations. For comparison scalar theory predicts an optimal tracking height of 0.125 l_s for all four cases. Note the periodic sign reversal that occurs with increasing height.

7. Conclusion

The near-field diffraction and the far-field diffraction of a focused laser beam incident on a two-dimensional DVD surface has been investigated with what to our knowledge is a new FDFD method. The results of vector-diffraction theory have been compared with those of scalar-diffraction theory, and we have observed that different polarizations of the incident beam lead to significant differences in the detector signals and also potentially in the level of cross talk between tracks. Another important deviation from the scalar-diffraction theory is that there are significant differences between the results for a pit and those for a bump. These differences are especially important for experimental work aimed at optimizing DVD’s for readout and for tracking. As data densities are increased further, vector-diffraction effects will become even more important with the higher
NA's and smaller disk features used in these systems. For rigorous analysis of light from high-NA systems that interact with subwavelength three-dimensional disk features a three-dimensional model is under development. Although the choice of data density and servo schemes associated with a particular new optical storage device will be determined by several variables, it is essential that detailed modeling of the various interactions be performed. With numerical simulation one can more readily evaluate the alternatives while independently varying different parameters. This is not easily or cheaply accomplished with an experimental setup, and therefore numerical modeling provides an important aid in the design of optical storage systems.

This research can serve as a design tool for future optical storage systems and can also be applied to near-field calculations of other small-scale optical systems. With various new approaches to optical data storage systems that pick up near-field signals from the surface of the storage medium it is essential to gain more insight about near-field profiles.
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